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$3f + 1$ nodes to tolerate $f$ faults
Problem: Agreement latency overhead & message complexity in BFT
Reason: Multiple communication rounds & slow TCP networking
New trend: Availability of modern hardware technology such as Remote Direct Memory Access (RDMA)
Consequence: A need to redesign current BFT systems

How can we build a secure fast and scalable RDMA-based BFT?
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How can we build a secure fast and scalable RDMA-based BFT?
Remote Direct Memory Access (RDMA)

- Why RDMA?
  - Zero-copy data transfer
  - Reduce communication CPU usage
  - Low latency and CPU efficiency

![Graph showing latency vs payload for TCP, RDMA Send/Recv, and RDMA Read/Write]

Challenges
- Different communication mechanisms
- Inappropriate design ⇒ unexpected bad performance
- Security issues
  - Require an explicit design of applications

Observation
- Necessity to redesign the existing BFT protocols for RDMA
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- Example applications: Blockchain & coordination services