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Abstract

The hypothesis that category descriptions are interpreted
narrowly, in terms of representative instances, is
examined by comparing probability judgments for
padked descriptions of events to judgments for
coextensiond unpaded descriptions. The
representativeness of the unpacked instance was varied
along with the type of unpadking (dired vs. priming). In
contrast to the prediction o Suppat Theory (Tversky &
Koehler, 1994, we found noevidence that unpadking
has a nonregative dfed on pobability judgments
(subadditivity). Instead, we founda negative dfed with
low representative dired unpadkings (superadditivity).
Our data suggest that probability judgments are
propational to the typicdity of instances in the
description.

I ntroduction

People freguently assess the probability of uncertain
events auch as the dhance of rain or the successrate of a
medicd treament. Such probability assessnents are
important becaise they determine not only whether to
plan a barbewe, but also whether or not to have
surgery. Judgments concerning rain or eff edivenessof a
treament are cdegoricd in the sense that the event
being judged could be instantiated in many ways. We
consider whether the typicdity of the instances used in a
caegoricd description affeds the judged probability of
corresponding events.

Normative models of probability judgment assume
description invariance: the probability of an event does
not depend on how the event is described. This
asumption is descriptively invalid (Tversky &
Kahneman, 1986. People give lower probability ratings
for the padked hypothesis "Deah from homicide, rather
than acddental deah" than for the mextensiona
unpacked hypothesis "Deah from homicide by an
aqquaintance or by a stranger, rather than acddental
deah" (Rottenstreich & Tversky, 1997).

Support for Support Theory?

To acommodate this fad, Tversky and Koehler (1994
propaosed a descriptive theory of probability judgment,
Suppat Theory, that suggests that subjedive
probabilities are asgned not to events, but to
descriptions of events or hypotheses. Probability
judgments are hypothesized to be mediated by
evaluations of evidence for and against a hypothesis.
Spedficdly, the judged probability of a hypothesis H
rather than an alternative hypathesis A is given by:

(1) Judged P(H, A) = s(H) / [s(H) + S(A)]

where §(X) is a globa measure of suppat for
hypothesis X. It is a sum of the (weighted) suppart of all
representative instances of X that are available to the
judge d the time of evaluation.

A Kkey asaumption of Suppat Theory is that
exhaustively unpading a hypothesis H into mutually
exclusive and exhaustive sub-hypotheses (H, O ... OH,)
can increase the suppart for H:

2 sH)<sH.O...OH,)

This asuumption is motivated on the grounds that
unpadking may bring additional instances to mind, or
increase the salience of the unpadked instances. Either
or both of these dfeds would increase the perceved
suppart for ahypothesis.

Taken together, Suppart Theory's assumptions predict
implicit subadditivity: The judged probability of an
implicit (or packed) hypothesis H is no greder than the
judged probability of a @extensional unpaded
hypothesis. Implicit subadditivity has been observed
several times (seeRottenstreich & Tversky, 1997).



However, not al the data ae so suppative.
Hadjichristidis et a. (1999 showed that seledively
unpadcing hypotheses into components that enjoy low
levels of suppart results in the oppdasite phenomenon,
implicit superadditivity. To illustrate, students gave
higher probability estimates for the padked hypothesis
"deah from a natural cause" than for its coextensional
unpadcked counterpart "deah from asthma, the flu, or
some other natural cause.” In a series of follow-up
studies we have onsistently found implicit
superadditivity with novel caegories unpadked with
atypicd instances. We have mnsistently failed to find
implicit subadditivity, even when events were unpaded
using representative instances, instances that enjoy high
levels of suppat. In sum, contrary to suppart theory's
predictions, these data suggest that unpading does not
always increase subjedive probabilit y judgments.

The Supported Theory

A parsimonious interpretation of our data is based on
Suppat Theory's own assumption that people interpret
caegory-based hypotheses narrowly, in terms of
representative instances. Unpading urrepresentative
instances induces superadditivity by making instances
of very low suppat part of what is judged. Unpading
representative instances leaves probability judgments
unaffeded becaise paded categories are interpreted in
terms of representative instances.

Unlike Suppat Theory, we suggest that unpadking
can deaeae suppat. According to the present
proposal, people as%ss the likelihood d a caegory-
based hypothesis by thinking about instances in which
the event is expeded to ocaur (i.e., by bringing to mind
representative instances, instances enjoying hgh levels
of suppart). This dovetail s with Kahneman and Mill er's
(1986 propcsal that norms—contrast events for
judgments of surprise, blame, etc—are nstructed
acording to the availability and representativeness of
exemplars. Our proposa is that the determinants of
exemplar retrieval control not only how contrast events
are mnceaved, but how focd ones are too. Moreover,
the mere availability in memory of an instance is not
sufficient to change judgments of likelihood the
instance must be one of the objeds of judgment.

Study

The airrent study tests our hypothesis by crossng
representativeness  (high-  vs.  low-representative
instances) with type of unpadking (dired vs. priming) in
a between-participants design. A separate group o
participants was asked to provide estimates for
corresponding padked hypotheses. The dependent
measure was subjedive probability judgment. Table 1

gives oneill ustration from ead of the five experimental
conditi ons.

Table 1: An example stimulus from ead of the five
conditions. The sentencein bold-faced lettersisa
description that preceded evaluationsin all conditions.

Sarah is a very energetic and happy eight year
old who loves playing with her stuffed animals.

Packed How likely is it that Sarah hates some types of
pets (as opposed to loving all pets)?

Direct How likely is it that Sarah hates tarantulas or

High Rep  some other types of pets (as opposed to loving al
pets)?

Direct How likely is it that Sarah hates horses or some

Low Rep other types of pets (as opposed to loving al
pets)?

Priming Same as packed but prior to making the judgment

High Rep primed with alist of wordsincluding "tarantulas’

Priming Same as packed but prior to making the judgment

Low Rep  primed with alist of wordsincluding "horses"

Direct unpacking refers to a conventional unpacking
manipulation. Participants in the direct unpacking
conditions were asked to judge categories from which
one of their instances had been unpacked. Based on
previous findings, we expected to find a negative effect
of unpacking unrepresentative instances (i.e., implicit
superadditivity), and no effect of unpacking
representative instances.

Participants in the priming unpacked conditions were
asked to judge packed hypotheses after being primed
with either representative or unrepresentative instances.
Priming consisted of asking participants to study the
instances for 1 min. for a later memory test. We
reasoned that priming would make the critical instances
highly available in memory at the time of judgment
without specifically making them the objects of
judgment. If merely making an instance available in
memory increases the likelihood that it will be
considered during judgment of a category that is
superordinate to it, then superadditivity should be
observed in the Priming Low Representativeness
condition (i.e., probability judgments should be higher
in the Packed condition than the Priming Low
Representativeness condition) and additivity should be
observed in the Priming High Representativeness
Condition. However, if the availability of aninstanceis
not sufficient, if a narrow interpretation of categories is
so ingrained that making atypical instances available in
memory does not influence how people conceive of the
category being judged, then the priming unpacking
conditions should produce additive judgments. That is,
we should see no effect of the priming manipulation.

The availability hypothesis predicts a main effect of
representativeness and no effect of type of unpacking.



The narrow interpretation hypothesis predicts a
Representativeness by Unpacking interaction due to a
negetive effect of low representativeness in the direct
unpacking condition and no other differences.

Method

162 first-year students participated in the experiment,
76 sampled at the University of Durham (UK), and 86
at the University of North Carolina at Greensboro (US).
Participants were presented with booklets containing
eight examples from one of the 5 experimenta
conditions, followed by 16 items asking for judgments
of representativeness. The  judgments  of
representativeness were obtained as a validation check
on the assignment of examples in the high- and low-
representativeness conditions.

Results

Representativeness judgments

Table 2 presents mean representativeness estimates for
both populations for High Rep and Low Rep conditions.
As expected, ratings for "High Representativeness'
items were much higher than those for "Low
Representativeness' items.

Table 2: Mean Population by Representativeness
subj ective representativeness estimates.

(F(4,151)=5.18, p<.001). The data for the two
populations were combined for subsequent analyses.

Unpacking by Representativeness Table 3 presents
mean subjective probability judgments for each
Unpacking (direct vs. priming) and Representativeness
(high vs. low) condition. The mean of the direct low-
representativeness cell is the lowest; means of the other
cells are about equal.

Table 3: Mean probability judgments by Type of
unpacking and Representativeness.

High Rep Low Rep
Direct 57.3 44.6
Priming 55.1 55.0
Packed 56.2

High Rep Low Rep
Greensboro 65.7 34.3
Durham 61.4 30.0

To make sure our UK and US population samples
were comparable, we conducted a 2 (Population) by 2
(Representativeness) repeated-measures ANOV A across
items. The main effect of representativeness was highly
significant (F(1,14)=23.33, p<.001). There was aso a
main effect of population, US probability judgments
were about 4 percentage points higher than UK
judgments (F(1,14)=4.55, p<.06). Most importantly, no
interaction was observed (F<1). The results justify the
assignment of items to High- or Low-representativeness
conditions.

An examination of the judgments for each item
showed that the direction of representativeness
judgments for one were opposite to our expectations.
Thisitem was excluded from subsequent analyses.

Probability Judgments

Population To test whether population influenced
probability judgments, we performed a 2 Population by
5 Experimental condition ANOVA across participants.
Only Experimental condition reached significance

The data were analyzed by two 2 Unpacking by 2
Representativeness analyses of variance, one by
participants (F;) and one by items (F,). Unpacking had a
significant main effect by participants but not by items
(F1(1,124)=3.96, p<.05; Fx1,6)=1.87, p>.22).
Representativeness had a significant main effect by
participants (F;(1,124)=9.71, p<.005) but only a
margina effect by items (F(1,6)=3.03, p<.14). The
interaction  was  dignificant by  participants
(F1(1,124)=9.37, p<.005) but only marginally by items
(F»(1,6)=3.08, p<.14).

Two-tailed t-tests compared each Unpacking by
Representativeness condition to the rest. The only tests
reaching significance were those comparing the direct
low-representativeness condition to each of the others.

Superadditivity Mean probability ratings for each of
the four Unpacking by Representativeness conditions
were compared to the mean rating for the packed
condition (M=56.2) to detect deviations from additivity.
The only condition that deviated substantially from
additivity was the direct low-representativeness
condition that demonstrated superadditivity: t(61) =
3.27, p <.005 (participants); t(6) = 2.51, p < .05 (items).
The item analysis for the direct high-representativeness
condition suggested a small amount of subaddivity: t(6)
=243, p<.06; butt <1 (participants).

Discussion
The present study investigated the hypothesis that
people interpret category descriptions narrowly, in
terms of representative instances, when making
subjective  probability  judgments by crossing
representativeness with type of unpacking. We found a
representativeness by unpacking interaction due to a
negetive effect of low representativeness in the direct
unpacked  condition. Only the direct low-
representativeness ratings substantially deviated from



additivity: they were superadditive. Predictions were
confirmed with both British and US samples.

The present data replicated Hadjichristidis et a.'s
(21999 finding that diredly unpading urrepresentative
instances induces implicit superadditivity. One acourt
of these findings is that unpadked instances are treaed
as a pragmatic e for determining what the
experimenter means by the caegory label. When asked
about “tarantulas or some other type of pet,” people
might infer that the eperimenter has a different
caegory in mind than when asked only about “pets.”
Thisacount isindeed consistent with our data, but only
if construed in a way equivalent to our hypathesis. The
data suggest that people interpret caegories narrowly
and the eplicit inclusion of atypicd instances broadens
the normal interpretation. But our methoddogy rules
out the interpretation that we ae merely asking people
to a judge different caegory in the Low
Representativeness condition. In every case, caegories
were described in the arrent study by clealy stating the
aternative hypathesis (e.g., in Table 1, the judged event
is aways gated along with “as oppcsed to loving all
pets’). Therefore, although we believe our effed
depends on how categories are interpreted, it does not
represent a mere task demand induced by pragmatic
biases. Rather, it represents a central and generalizable
asped of probability judgment of caegoricd events.

Support theory Our finding that dired unpading of
low representative instances induces superadditivity
disconfirms suppart theory's prediction that unpading
cannot have anegative dfed on probability judgments.
Our conclusion is independently supparted by Macadi,
Osherson, and Krantz (1999 who found that unpacing
low-suppart instances  resulted in explicit
superadditivity for binary partitions.

Implicit subadditivity is not a robust phenomenon.
Rottenstreich and Tversky (1997 themselves predicted
it three times, but only observed it twice Implicit
subadditivity obtained in the Trial problem, which
pitted the hypothesis "the trial will not result in a guilty
verdict” against the digunction "the trial will result in a
not guilty verdict or a hungjury”. It also oltained in the
Homicide problem, which pitted "deah from homicide"
against "deah from homicide by an acquaintance or a
stranger”. In both cases, they explained subadditivity in
terms of enhanced availability. In the first problem,
participants might not have cnsidered the hung jury
posshility in the padked condition. In the second, the
unpadked hypotheses may have brought a host of
possble caises of deah to mind (eqg., crimes of
passon) that would not have been available in the
packed condition. In sum, suppat theorists have
themselves identified a key fador that limits the
generdity of implicit subadditivity.

We believe that minor modifications would alow
Suppat Theory to cgpture superadditive probability
judgments. Here ae some posshle changes:

1. Allow for negative suppart.

2. Stick to nonnegative suppat, but modify the
global suppat function (make it average rather
than summed suppart).

3. Allow that unpadked instances replaceinstances
that would ctherwise have been available & the
time of judgment.

Dynamic global support functions? A further
posshility is that implicit subadditivity and
superadditivity refled different functional relations
between the suppart attached to padked caegories and
the suppart attached to their unpadked instances (global
suppart functions). Subadditivity may involve summing
of suppat acoss instances, whereas uperadditivity
may involve averaging of suppart. In Rottenstreich and
Tversky's (1997 examples, suppat is based on
subjedive impressons of frequencies or reasons,
whereas in our "natural fuzzy category” examples (e.g.
pets, restaurants), suppatt is based on similarity. The
suppat for the unpadked hypothesis of the Trial
problem, for instance, seems to involve estimating the
relative frequency of a "not guilty verdict” and a "hung
jury" and adding them up. In contrast, the suppart for
the unpadked hypotheses in our examples fans to
involve etimating the similarity of the cdegory
instances to the description and averaging them out.
Corrobarating evidence that the similarity-based global
suppat function may average suppat comes from
Rottenstreich, Brenner, and Sood (1999 who showed
that similarity-based likelihood judgment gives rise to
nonmonotonicities: the suppat of a digunction is less
than that of one of its components. They presented
participants with a description of Linda: an outspoken,
socialy conscious, and single woman. "Linda is a
journalist” enjoyed higher suppart than the digunctive
hypothesis "Linda is a journdist or a redtor".
Nonmonotonicities cannot be explained by a globa
suppat function that adds suppart, but could by one
that averages suppart.

In sum, the global suppat function may change
dynamicdly depending on the particular base of suppart
—e.0. objedive frequencies, similarity, and reasons.
Similarity-based likelihood judgment may involve
averaging, frequency-based likelihood judgment may
involve summing.  Suppating this hypothesis,
Rottenstreich et al. (1999 showed that case judgments
(e.g., the Linda example) that presumably involve
simil arity-based reasoning gve rise to
nonmonotonicities, whereas class judgments (e.g., the
probability that a randomly seleded American is a



journalist) that presumably promote frequency-based
ressoning, do not. These suggestions al stay close to
the spirit of Suppat Theory because we find its
asumption that probability judgments are mediated by
judgments of evidence to be gpeding and worth
maintaining in the next generation of descriptive theory
(see 4so Fischhoff, Slovic, & Lichtenstein, 1979.

Decision-making Much everyday dedsion-making
depends on subjedive assessnents of probability. For
instance, the premium one is willing to pay for hedth
insurance depends on a subjedive asssnent of the
likelihood d getting hospitalized for the caes that the
hedth insurance ®vers (seeJohnson et a., 1993. The
events for which an insurance provides coverage can be
described in many ways. The results we report here can
presumably be extended to the domain of dedsion-
making.
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