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1 Research Context

Human society strongly depends on critical information in-
frastructures such as electrical grids, autonomous vehicles,
blockchain applications, etc. Because of the complexity of
these systems, proving that they operate in a correct and
timely fashion is very hard to achieve. If we add on top
of that an increasing number of sophisticated attacks (e.g.
Stuxnet), securing correct behavior of these systems is even
harder. Byzantine fault-tolerance state machine replication
(BFT-SMR) is a technique that enables correct functioning
of a system even when some parts of the system are not
working correctly. BFT-SMR achieves this by masking the
behavior of possibly faulty replicas behind the behavior of
enough healthy replicas. Classical BFT protocols require
3f + 1 replicas to mask the behavior of a minority of up to
f faulty replicas. One major issue with these protocols is
that they are very complex and therefore hard to get right.
Another issue is that most of these protocols come without
a formal specification, and some of them even without an
implementation [18].

2 Research Goals and Achievements

To overcome these issues, we are developing an ecosystem
of formal tools for verifying implementations of BFT proto-
cols. In addition, this ecosystem will allow us to formally
explore the breadth of possibilities for designing such pro-
tocols. As part of that endeavor, we have already built a
generalized and extensible framework called Velisarios [29]
for implementing and reasoning about the safety of BFT
protocols. Our framework provides, among other things, a
model that captures the idea of arbitrary/Byzantine faults; a
collection of standard assumptions to reason about systems
with faulty components; proof tactics that capture common
reasoning patterns; as well as a general library of distributed
knowledge. All these parts can be reused to reason about
any BFT protocol. For example, most BFT protocols share
the same high-level structure (they essentially disseminate
knowledge and vote on the knowledge they gathered), which
we capture in our knowledge theory. As a case study, we ver-
ified the agreement property of PBFT [12, 11], the reference
protocol in the area. We chose PBFT because a significant
number of protocols are based on it such as [21, 32, 8, 7, 19],
to cite only a few. Therefore, a bug found in PBFT would
probably result in the existence of bugs in some of those
protocols. Verifying the correctness of PBFT is especially
important because many variants of that protocol are now

being developed and adopted in blockchain technology [16,
22, 6, 5, 27, 26, 3, 2, 1, 4]. Besides the normal-case op-
eration, our PBFT implementation also includes reasoning
about garbage collection, view changes and request batch-
ing, which are extremely important from a practical point
of view. We extracted our verified PBFT implementation to
OCaml, and showed that it performs well enough compared
to the state of the art BFT-SMaRt [8] library.1

Velisarios extends the Logic of Events (LoE), as used in
our previous EventML framework [9, 10, 28], in order to
reason not only about crash faults, but also about arbitrary
faults. In LoE, an event is an abstract entity that corre-
sponds either (1) to the handling of a received message, or
(2) to some arbitrary activity about which no information
is provided. To prove properties about distributed systems,
one only reasons about processes that have a correct behav-
ior, i.e., about events that were triggered by some message.
Processes react to the messages that triggered the events
happening at their locations one at a time, by transition-
ing through their states and creating messages to send out,
which in turn might trigger other events. When proving a
property about a distributed system, one has to reason about
its possible runs, which are sometimes modeled as execution
traces [30], and which are captured in LoE using event or-

derings. An event ordering is an abstract representation of
a run of a distributed system; it provides a formal definition
of a message sequence diagram as used by system designers.
As opposed to [30], a trace here is not just one sequence of
events but instead can be seen as a collection of local traces
(one local trace per sequential process), where a local trace is
a collection of events all happening at the same location and
ordered in time, and such that some events of different local
traces are causally ordered. Some runs/event orderings are
not possible and therefore excluded through our assumptions
(see [29] for more details). For example, one of our assump-
tions excludes event orderings where more than f out of n

nodes could be faulty.
Because many distributed systems work by exchanging

messages to gain knowledge about the state of other par-
ticipants in order to make progress consensually, our frame-
work includes a library for reasoning about the way partic-
ipants learn and disseminate information. In the presence

1BFT-SMaRt uses MAC vectors while our PBFT implementation uses
digital signatures. Therefore, BFT-SMaRt is about one order of mag-
nitude faster than our implementation. However, our implementation
is only twice as slow as BFT-SMaRt when replacing digital signatures
by MACs, without adapting the rest of the protocol.
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of faulty nodes, one has to ensure that this knowledge is
reliable. BFT-SMR protocols provide such guarantees us-
ing certificates, which ensure the existence of at least one
correct node, which has reliable knowledge. Our framework
includes abstractions and general lemmas for tracing back
such reliable information.

As mentioned above, using Velisarios, we verified the agree-
ment property of our implementation of PBFT. To prove
this property, we have to prove that in any event ordering, if
two outputs are sent by correct replicas for the same times-
tamp/client pair, then they have to contain the same reply.
We essentially proved this by induction on the causal order
of events, and by tracing back the two outputs to conflicting
inputs and local states.

As shown in Fig. 1, ours is not the first framework for im-
plementing and reasoning about distributed systems. How-
ever, to the best of our knowledge, Velisarios is the first
theorem prover based framework for verifying the correct-
ness of implementations of asynchronous BFT-SMR proto-
cols. Velisarios is implemented within the Coq theorem
prover [15], because when it comes to proving correctness
of a system, theorem provers provide the highest guarantees
known to mankind today.

3 Lines of Research for my PhD

Hybrid protocols. BFT-SMR is an extremely expensive tech-
nique. To enforce independence of failures between repli-
cas one has to ensure that replicas have different: operating
systems; implementations of the service; and administrators.
On top of that, each replica should be stored in a different lo-
cation. Hybrid protocols, such as MinBFT [32], significantly
reduce these costs by reducing the number of replicas from
3f +1 to 2f +1. This is possible, because hybrid protocols as-
sume the existence of trusted-trustworthy components, i.e.,
components that can only fail by crashing, and which other-
wise always deliver correct results. As future work, we would
like to extend our current framework to reason about sys-
tems where replicas consist of multiple components that can
have different failure assumptions. We would like to formally
study the classes of operations and interfaces between such
trusted-trustworthy components and the main payload sys-
tem to preserve their safety properties. Moreover, as future
work we will study how the trusted-trustworthy components
presented in the literature differ from each other and how
each of them influences the design of distributed protocols.

Rejuvenation. In the core PBFT protocol, when the primary
is suspected to be faulty, a new primary is elected, but the
former primary is kept within the system. This is not prac-
tical because in case the former primary is faulty, it should
be first repaired (i.e., brought back to a pristine state) be-
fore it is allowed to participate again in the system. Castro
showed how to extend PBFT with a proactive recovery mech-
anism [13]. In the future, we plan to add support for reason-
ing about state transfer and rejuvenation to our ecosystem.

4 Further Lines of Research

Liveness/Timeliness. Although, proving safety of a distributed
protocol (such as agreement or linearizability) is important,

it is not enough. It might happen that the protocol does
not run at all. Moreover, in order to apply BFT-SMR pro-
tocols to real-time critical infrastructures, we should show
that such a replicated system will not only eventually reply,
but that it will reply in a timely fashion. We leave reasoning
about liveness/timeliness for future work.

Bridging the gap. As suggested in Fig. 1, there is still a gap
between the verification and distributed systems worlds. On
one hand, the distributed systems community would like to
use mainstream programming languages to specify their pro-
tocols, such as C or Java. On the other hand, each new ver-
ification project tend to come with a new language, which
implies that in order to specify the protocol, one has to first
learn that language. In order to bridge this gap, as part
of our future work, we plan to extend our ecosystem with
transformers to turn C code into Velisarios code, and vice
versa. We believe that such transformers would contribute
to the popularization of formal verification ecosystems such
as ours, as well as to make life easier for both, distributed
systems as well as verification engineers/scientists.
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Running code Byz. (synch.) Byz. (asynch.)

IronFleet [20]; EventML [28]; Verdi [33]; PSync [17] ✓ ✗ ✗

HO-model [14]; PVS [31] ✗ ✓ ✗

Event-B [24] ✓/✗ ✓ ✗

IOA [11]; TLA+ [25]; ByMC [23] ✗ ✓ ✓

Velisarios [29] ✓ ✓ ✓

Figure 1. Comparison with related work
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