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Approach

Consensus
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• Most CPUs are multicore!!!

• Some Transactions can be run in Parallel

• Replicas must remain consistent

• Schedule must be deterministic
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Disjoint Lock-Set 

Run in parallel

Tx A

Tx A

Tx B
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Solver

• Runtime
• Use fine-grained information to Schedule Transactions 



Approach

Lock-based:

+ Simple

+ No runtime overhead
- Not trivial to
parallelize lock table

Solver:

+ Provides the optimal 

schedule for batch
- Imposes runtime 
overhead
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