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Abstract

Basedon the apparentpaucity of input, and the non-
obvious natureof linguistic generalizationsChomslyan
linguistsassumeninnatebody of linguistically detailed
knowledge,known asUniversalGrammarUG), andat-

tributeto it principlesrequiredto accounfor those" prop-

ertiesof languaye thatcanreasonablype supposeaotto

havebeenlearned (Chomsly, 1975). A definitive ac-
countof learnability is lacking, but is implicit in exam-
plesof the applicationof thelogic. Our researcldemon-
strates,however, that important statistical propertiesof

the input have beenoverlooked, resultingin UG being
creditedfor propertiesvhich aredemonstrablyearnable;
in contradictionto Chomsk’s celebratedargumentfor

the innatenesof structure-dependendg.g. Chomsly,

1975),a simplerecurrentnetwork (Elman, 1990), given
inputmodelledonchild-directedspeechis shavntolearn
the structureof relative clauses,and to generalizethat
structureto subjectpositionin auxquestions.Theresult
demonstratethatbeforea propertyof languagecanrea-
sonablybe supposeaotto have beenlearnedijt is neces-
saryto give greaterconsideratiorto the indirect positive

evidencein the data— and that connectionisncan be
invaluableto linguistsin thatrespect.

I ntroduction

Chomslyan linguists argue that languageacquisition
cannotstrictly be a matterof learning— the child’s tar-
getgrammaiis “hopelesslyindedeterminedythefrag-
mentaryevidenceavailable’ (Chomsly, 1968)— rather
it mustreston a setof innatelinguistic principles;the
goal of the Chomslyanlinguist is to determinethe con-
tents of this set, known as Universal Grammar(UG).
The ideais to attribute to UG all and only the princi-
ples requiredto accountfor those*propertiesof lan-
guage that canreasonablybe supposedhotto havebeen
learned (Chomsly, 1975). Learningtheoryis thus of
centralimportanceto the enterprisebut, oddly, a defini-
tive accountof the notion of learningthat Chomsk/ans
adoptis lacking, and is given only implicitly in the
examplesof the principles attributed to UG. Statisti-
cal approachedhowever, andthe notionsof generaliza-
tion and analogyhave beenexplicitly rejectedasirrel-
evant (Chomslky, 1975). In this paperwe demonstrate

thatthis rejectionis a seriouserror— that UG hasbeen
attributedwith principlesto accounfor propertiesf lan-
guagethataredemonstrablyearnabldrom thestatistical
propertiesof theinput.

Chomsly’s celebratecargumentfor theinnatenessf
the principle of structure-dependend€homslky, 1975)
senes as an example. Chomsly claims that, during
the courseof languageacquisition, children entertain
only hypotheseswhich respectthe abstractstructural
organization of language,though the data may also
be consistentwith structure-independentiypotheses,
i.e. relationshipsover utterancesconsideredonly as
linearly orderedword sequences.As supportfor this
claim, Chomsly notesthatthoughquestiondike (1) are
apparentlyabsentn the child’s input, questiondik e (2)
arenever erroneouslyproduced— a claim subsequently

1) Isthemanwhois smokingcrazy?
2) * Is themanwhosmokings crazy?

empirically tested and substantiatedby Crain and
Nakayama(1987,alsoseeCrain 1991). Chomsk sug-
geststhat it is reasonabldo supposethat children de-
rive auxquestionsfrom declaratves, and exposedto
only simplerstructuresmight hypothesizeeitherof two
sortsof rules: a structure-independentile — i.e. move
thefirst ‘is’ — or the correctstructure-dependemtile.
Chomsly claims that “casesthat distinguish the hy-
pothesegarely arise; you can easily live your whole
life without ever producinga relevant exampleto show
that you are using one hypothesigather than the other
oné' (Piatelli-Palmarini,1980). Thefactthatchildrendo
not producequestiondike (2), despitethat the correct
rule is supposedlymore comple, andthat the learner
might not encountetthe relevant evidenceleadsChom-
sky to suggestthat “the only reasonableconclusionis
that UG containsthe principle that all sud rules must
be structue-dependerit(Chomslky, 1975).

As anumberof researchersave noted however, there
areseveralweaknessem this agument. Slobin (1991),
for instance points out that the conclusionrestson the
assumptiorthat aux-questionsare derived from declar



ativesby movement— an assumptiorwhich lacksjus-
tification — aswell ason the equally questionableas-
sumptionof the autonomyof syntax. The argument
has also beenwidely criticized for its relianceon the
extremelylimited conceptionof learningashypotheses
generationand testing. And the premisethat the rel-
evant evidenceis not available to children has repeat-
edly beenamguedto most likely be false. As Samp-
son (1989) points out, evidenceto distinguishthe two
hypothesess provided by ary utterancein which any
auxiliary precedeghe main clauseauxiliary; thus evi-
denceis availablenot only in questiondike “Is the jug
of milk that'sin the fridge empty? (from Cowie, 1998),
but also”Is theball youwere speakingof in theboxwith
the bowling pin?’, or “Whee’s this little boywho’s full
of smiles?, or even“Whileyou're sleepingshalll male
the breakfast? Noneof theseforms seemto be of the
sortthata personmight go for long without encounter
ing; the latterthreeexamples,n fact,aretakenfrom the
CHILDES databasé,andPullumand Scholz(2001)es-
timatethatsuchexamplesmake up aboutonepercentof
atypical corpus.

Theseare strongcriticisms, but a conclusve counter
argument,or an alternateaccountof the acquisitionof
auxquestiongemainsto be given. This paperbuilds on
recentwork with simplerecurrentnetworks (SRNs; El-
man1990)to closethisgap— i.e. to providea proofthat
the correctform of auxquestionss learnablefrom data
uncontroversiallyavailableto children.

Figure 1 shavs the generalstructureof an SRN. The
recurrentconnectiongrom the hiddenlayer to the con-
text layerprovide a one-stestatememory At eachtime
stepthe activation valuesof eachof the hiddenunitsis
copiedto thecorrespondinginitin thecontet layer, and
theconnectiongrom thecontext layerbackto thehidden
layer make thesevaluesavailable asadditionalinputsat
the next time step. The network receiesits input se-
guentially andat eachstepattemptsto predictthe next
input. At the outsetof training, the connectionweights
andactiation valuesarerandom,but to the extent that
there are sequentialdependencies the data, the net-
work will reduceits predictionerrorby building abstract
representationthat capturethesedependenciesStruc-
turedrepresentationthusemege over time asa means
of minimizing error.

Elman (1991,1993) provided sucha network with a
corpusof language-lile sentencesvhich could be ei-
ther simple (transitive or intransitve), or containmul-
tiply embeddedelative clausegin which the headnoun
could be eitherthe subjector objectof the subordinate
clause). The input was presentechs word sequences,
wherewordswererepresentedsorthogonalvectors— a
localistrepresentation— sothatnoinformationaboutei-
therthewordsor thegrammaticaktructurevassupplied;
thusthe network hadto extractall information (e.g. the
grammaticalcategories, numberagreementsubcatgo-

1The secondthrough fourth examplesare from Brown’s
Adam,Kormans’ St,andManchestes Anne,respectiely.
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Figurel: An SRN. Solidlinesrepresentull connectv-
ity; the dashedine indicatesunit-to-unitconnections.
Theunlabeledayersarereductionlayers.

rization frames, and selectionalrestrictions)from reg-

ularities in the input. The network learnedthe struc-
ture of suchsentencesoasto predictthe correctagree-
ment patternsbetweensubjectnouns and their corre-
spondingverbs, even when the two were separatedy

arelative clausewith multiple levels of embeddinge.g.

boyswholike thegirl whoMary hateshateMary.?

" Suchnetworks have also beenshavn to go beyond
the datain interestingways. Elman (1998) and Morris

et al. (2000) shaved that SRNs induce abstractgram-
maticalcatagyorieswhich allow both distinctionssuchas
subjectand object and generalizationsuchthat words
which have never occurredin oneof thesepositionsare
nonethelesgredictedto occur, if they sharea sufficient
numberof abstracpropertieswith a setof wordswhich

have occurrecdthere.

Togethertheseresults suggestthat an SRN might
be able to learn the structureof relative clauses,and
generalizethat structure to subject position in aux
questions— andthusto learnthe aspectof grammarin
questiondespitenot having accesso thesortof evidence
thathasbeenassumedecessaryThis paperreportson
simulationswhich show thatthis is the case. An initial
experimentverifies that the two resultscombinein the
requiredway; thenan SRN is shavn to generalizefrom
training setsbasedon CHILDES datato predict(1), but
not(2). Thisresultclearlyrunscounterto Chomsk’'sar-
gumentandthusbothdrawsinto questiorthevalidity of
poverty of the stimulusargumentsn generalandshavs
that neuralnetworks provide a meansof assessingust
how impoverishedhe stimulusreally is.

Abstractions and Generalization

Training sets similar to those used by Elman (1991,
1993) were usedto test whetheran SRN would gen-
eralizeto predictrelative clausesin subjectpositionin
aux-questiondrom datawhich containedno suchques-
tions. An artificial grammamvascreatedsuchthatit gen-
erateda) auxquestionsof the form ‘AUX NP ADJ?’,

2The network succeedeanly if eitherthe input wasstruc-
tured, or the network’s memorywasinitially limited, andde-
velopedgradually

3An SRN'’s performancevith suchrecursie structureshas
alsobeenshavn to fit well to thehumandata(Christianserand
Chater,1999).



andb) sequencesf the form ‘Aj NP Bj’, wherea; and
Bj wereof varyingcontentandlength. Propemamesand
NPs of theform ‘DET (ADJ) N (PP)’ weregeneratedn
bothtypes,andNPswith relative clausesveregenerated
for the‘Aj NP B’ type, but wererestrictedfrom appear
ing in auxquestions.Somerepresentatie examplesare
givenin Figure2.

Aj Mummys; is Mummybeautiful?

Aj thedog Bj is thedog hungry?

Aj thelittle girl B; is thelittle girl pretty?
Aj thecatonthemats; is thecatonthematfat?

Ajtheboywhoissmilings; *

Figure2: Examplesof the varioustypesof utterances
generatedy theartificial grammar

A three-stagédraining set was generatedfrom this
grammay with the degreeof compleity in NPsincreas-
ing ateachstage andthepercentagef aux-questionsle-
creasing— crudelyapproximatinghestructureof child-
directedspeech.Namesconstituted80% of the NPs in
the first set,andthe remaining20% was sharedamong
theotherNP forms(suchthatthemorecomplex theform,
the fewer the instancesf it), with relative clauseanak-
ing up only 1%; therewere40%auxquestionsand60%
‘Aj NP Bj’ forms. In the secondset, namesconstituted
70%of theNPs, relative clausesnadeup 2.5%o0f there-
mainder andthe percentagef auxquestiongdecreased
to 30%. And in the third set, 60% of the NPs were
names,relative clausesmadeup 5% of the remainder
andthe percentagef aux-questiongdecreasedo 20%.
Eachtrainingsetconsistecf 50,000examples. An SRN
wastrainedon eachsetsuccessiely, for 10 epochsach,
and testedwith the structuresin (1) and (2) after each
epoch? Thenetwork receivedtheinputin thesameform
asusedby Elman(1991,1993),i.e. alocalistrepresenta-
tion wasused,andthe datawaspresente®neword at a
time.

Figure 3 shows the networks predictions (after the
third stageof training) for successie wordsof the ques-
tion “Is the boy who is smokingcrazy? As shouldbe
expectedthe network predictsan AU X asapossiblefirst
word,anameor aDET asacontinuationvhenpresented
with ‘is’, andanounor anadjectve aspossibilitiesafter
‘is the. Thesesequencesll occurin the training sets.
But, following presentatiorof ‘is the boy, not only is
an adjectve or a prepositionpredicted,but alsoa rela-
tivizer — a sequencevhich never occursin the train-
ing sets. And upon presentatiorof ‘whd the network
predictsan AUX, andwhen given ‘is’, predictsa par
ticiple; the network hasthus generalizedo predictthe

4The networks were simulatedwith LENS(Rohde,1999),
andtrainedwith afixedlearningrateof 0.01,usinga variation
of crossentropy which assignedsmallererrorsfor predicting
incorrectlythanfor failure to predict. The architectureshavn
in Figurel is used,with 100 input and outputunits, 50 units
in the reductionlayers,and 500 units in both the hiddenand
contet layers.
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Figure 3: The SRN’s categorized predictionsfor the
testsentencélstheboywhois smokingcrazy? Target
wordsappearunderthe network’s predictions;andthe
strengthof the predictionss representedertically.

relative clause? The network doesnot, of course make
thepredictionscorrespondingo theungrammaticalorm
in (2) — i.e. the network doesnot predicta participle
following ‘wha; the training setsdo not contain cop-
ula constructionsand so therecanbe no hypothesiof
a movementderivation. Rather the network hasappar
ently formedanabstractepresentatioof NPs whichin-
cludesNpPs with relative clausesThatthisis sois showvn
by the networks prediction of an adjectve when pre-
sentedwith ‘is the boy who is smoking ___'; the se-
quence'. ..PARTICIPLE ADJ..." neveroccursin the
training sets,and thus the predictionindicatesthat the
network hasformed an abstractrepresentatiorof aux
questionsandgeneralizedverthe NP forms.

That the data available to children are sufiicient to
provide for this generalizationhowever, remainsto be
shown.

Child-Directed Speech

Therearea numberof featuresof child-directedspeech
that run counterto the notion that the child’s input is
“meaer and degenerte’ (Chomsly, 1968)— i.e., that
appeato beimportantfor languageacquisitionandpar
ticularly for the issueat hand. Compleity increases
over time — which hasbeenshown to be a determi-
nantof learnability(e.g. EIman,1991,1993)— andthere
arealsoarguablymeaningfulshiftsin the distribution of
types,andthelimitationson forms.

The increasingcomplexity of the child’s input is es-
pecially relevantto the problemhere,sinceit is directly
linkedto thefrequeng of occurrencef relative clauses.

5Thefactthatthenetwork predicts'whd given‘is theboy
is, onits own, notenough— earlyin training,the network will
male this prediction,but whenpresentedvith ‘whd will pre-
dicta‘'?", apparentlymistakingtherelativizer for anadjectve.
Thatthe network is predictingarelative clauses shavn by the
factthatit predicts'is’ whensubsequentlgiven‘whd, anda
participlewhenthengiven'‘is’. Sinceparticiplesarerestricted
to only occurin relative clausesthelatteris decisve.



Compleity in the child’s input is introducedin a way

akin to the stagedpresentatiorof datausedto train the

network in the experimentdescribedabove; Figure 4

chartsthe occurrence®f taggedrelative clauses— i.e.

marked with ‘who or ‘that — foundin child-directed
speechin the CHILDES' Manchestecorpus(Theakston
et al., 2000). Pronominalrelatives (e.g., ‘the girl you

like') shawv a similar increaseandoccurapproximately
asfrequently And prepositionaphrasesncreasen fre-

queng slightly more dramatically;they seemto occur
approximatelyjtwice asoftenasrelatives®
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Figure4: The percentagef NPsthat containrelative
clausesfor eachmonth,averagedover all twelve chil-
drenin theManchestecorpus.

The differencebetweenthe distribution of typesin
child-directedspeechand speectbetweenadultsis also
potentially significant. Child-directedspeechcontains
a muchgreaterproportionof questions— estimatecat
about one third of the child’s input (Hart and Risley,
1995;Cameron-Rulkneret al., 2001)— andthusthere
is more of a balancebetweentypes. This may be criti-
calin establishinghe multiple rolesthat, e.g.auxiliaries,
cantake on; andalsoto resere representationadpace
for the the large variety of questionforms. Figure5
shaws the percentagesf copulaconstructionssubject-
predicateforms (e.g., transitves and intransitves), and
wh-, do-, and auxquestionsfor representatie months
nearthe beginning, middle, and end of the time period
coveredby the Manchestecorpus.

And finally, aux-questionsn thechild’sinputnotonly
lackrelative clausesn subjectposition,but arelimited in
away thatboth predictsthis absenceandpotentiallyal-
lowsfor thecorrectgeneralizatioo beformed. In child-
directedspeechauxquestionsnith a determinetin the
subjectnounphrase— like ‘Is the boy crazy? — are

6A precisecountof the prepositionaphrasesasnot been
made— in part becauseof the lessersignificanceto the cur-
rentresearchissueandin partbecausdt is considerablymore
problematico determinewvhetheror nota prepositionaphrase
is within a nounphrase.But, (Cameron-Rulkneretal., 2001)
analyzeda samplefrom this samecorpus,andthey reportthat
prepositionalphrasesmale up about10% of all fragments,
which maybeindicative of their generafrequeng.

almostnever used; the auxquestionsin child-directed
speectoverwhelminglyusepropernamespronounsgde-
ictics, e.g. ‘Is that ...", and other such forms which

do not provide the correctcontet for arelative clause.
Thus,giventhelow frequeng of relative clausesn gen-
eral, one shouldexpectthemto almostnever occurin

subjectposition.

Theseare ideal conditionsfor an SRN. The target
generalizations supportedby the appearancef relative
clausedn all otherpositionsin which nounphrasesc-
cur, andmakingthegeneralizatiorincurslittle costsince
the context in which the generalizatiorappliesseldom
occurs.If thiswerenotthecaseandquestiondike‘Isthe
boycrazy? werecommonthenthegeneralizationvould
bethreatened— eachsuchoccurrencevould producea
falsepredictionwhichbackpropogatiomould attempto
eliminate.
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Figureb: Thepercentageccurrencef variousforms,
atthreestagesaveragedbverall children.

M otherese and the Generalization

Trainingsetsgenerate@n the basisof this analysiswvere
usedto determineif an SRN would generalizeto pre-
dict (1), but not(2) frominputof this sort. As before the
training setscontainedauxquestionf the form *AUX
NP ADJ?’; but herethe ‘Aj NP B’ forms were elimi-
nated andcopulaconstructionssubject-predicatorms,
andwh anddo-questionsvere added. The prohibition
on NPs with relative clausesn auxquestionsextended
alsoto wh- and do-questions— i.e. NPs with relative
clausegouldoccurin objectpositionin theseforms, but
notin subjectposition. Thusthesetraining setsalsocon-
tainedno evidenceof the sortassumedo distinguishthe
structure-dependeritypothesis. Some examplesfrom
thesetraining setsare given in Figure 6. The propor
tionsof thesegeneratypes,andthefrequengy of relative
clausesand prepositionalphraseswere manipulatedn
eachportionof thetraining setto matchwith successie
portionsof the Manchestedata— e.g., the type distri-
butions canbe readdirectly from figure 5. And, asper
the obsenation of the previous section,nounphrasesn
auxquestionswererestrictedto be, almostexclusively,
names.Thethreetraining setsagainconsistedf 50,000



Mummyis beautiful.
thelittle boybites.

thedog likesMummy
doesMary smole?
wholikesMary?
whodoesMary like?
wholikesthe catonthe mat?
whodoesthegirl attheshoplike?
doesthecatonthematscratch?
doesthelittle girl like theboywhois smiling?

is Mummybeautiful?
is thelittle boynice?
is thedog hungry?

Figure6: Examplesof the varioustypesof utterances
generatedy theartificial grammar

exampleseach;andagainthe network wastrainedfor 10
epochson eachset, and was testedwith the structures
in (1) and(2) aftereachepoch.

Figures7 and 8 chartthe sum-squaredkrror for (1)
and(2) aftereachstageof training. As the figuresshaw,
the network succeedsn generalizingo predict(1), and
generatesignificanterror— andprogressiely largerer-
ror — at several points,whenpresenteavith (2).” The
reasonablysmall error generatedby the network when
presentedwvith ‘whd in the context of ‘is the boy _’
shavsthattherelativizeris predicted And thecontrasin
theerrorsgeneratedby the subsequergresentatiomnf ei-
ther'is’ or ‘smoking shaws clearlythatthe network has
learnedto predictan AUX aftera relatvizer, ratherthan
entertainingthe possibility of it's extraction, asin (2).
Note,aswell, thatthis contrasis monotonicallyincreas-
ing — at no point in training doesthe network predict
a participle to follow the relativizer. And, for (1), the
network’s error is quite low for eachsuccessie word,
including the presentatiorof the adjectie afterthe par
ticiple, despitethat‘. .. PARTICIPLE ADJ..." never
occursin thetrainingsets.In contrastfor (2), aswell as
the error producedby the presentatiorof ‘smoking, the
network alsogenerates substantiakrroruponthe sub-
sequenpresentatiomf ‘is’; And thoughwhenpresented
with ‘is the boy who smokingis ’ the network success-
fully predictsanadjective,the successs illusory: when
subsequenthpresentedvith ‘crazy the network’s pre-
dictionsaresomavhatrandom,but a periodis predicted
morestronglythana questionmark.

The network does, however, have some difficulties
with this input. Althoughthe grammanestrictsrelative
clausesto the form ‘REL AUX VERBINg', the network
persistsin predictingnoun phrasesand adjecties after
the auxiliary — presumablybecausehe‘is’ thatoccurs
in initial positionin auxquestionsfollowed by a noun
phraseandthe‘is’ in declaratves,followedby anadjec-
tive, arerelatively morefrequentin the datathanthe‘is’

"The SRN responsibldor theseresultsincorporatesa vari-
antof thedevelopmentamechanisnfrom (Elman,1993). That
versionresetthe context layer atincreasingintervals; the ver-
sionusedhereis similar, but doesnotresetthecontet unitsun-
lessthenetwork’s predictionerroris greatethanasetthreshold
value.
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Figure7: Thesum-squaredrroraftereachword of the
testsentencéls theboywhois smokingcrazy? atthe
endof eachstageof training.
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Figure8: Thesum-squaredrroraftereachword of the
testsentencéls theboywhosmokings crazy? atthe
endof eachstageof training.

in relative clauses. Theseerroneouspredictions,how-
ever, graduallyerode. And it is worth noting that they
would be correctfor amorerealisticgrammar

The error associatedvith the adjective following the
participle most likely has a similar source. Relatve
clausesoccuronly in either sentencdinal position, or
precedingan auxiliary or a verb; thus the network ini-
tially expects participlesto be followed by either a
verb, a period, a questionmark, or most prominently
an auxiliary. Again the problemis someavhat persis-
tent, but is graduallyresolhed; by the end of the third
stagesuch predictions,thoughremaining,are substan-
tially wealer than the correctpredictions— thus, ar
guably not truly problematic. And it is plausiblethat
such errors would not arise were the grammarto be
madeyet more realistic. The grammarusedherecon-
tainedlittle variationin termsof either NP types, syn-
tactic structures,or lexical items, and thus generaliza-
tions were basedon a quite limited setof distributional
cues. Lifting the artificial limitations on the grammar
might alsohelpto eliminatesucherrors: questiondike



‘what’s the lady who was at the housecalled? — in
Manchestes ruth28a.tva — are not only evidence of
the sortassumedhot to be available,but alsodatawhich
discouragéhesesortsof falsepredictions.

But, sucherrorsarealsopotentiallymeaningful. The
mostprominentandpersistenbf theerrorsis the predic-
tion of an auxiliary following the participle,i.e., ‘is the
boy whois smokingis ..."; in factan auxiliary is pre-
dicted as a possiblecontinuationafter ary NP, e.g.,‘is
theboyis...’. Andthisis anerrorthatchildrenmake as
well (CrainandThornton,1998).

Discussion

The objective herewasto provide a proof thatthe struc-
tureof aux-questionss learnabldrom theinputavailable
to children. To make the resultscorvincing, we have
beencarefulto avoid providing the network with input
that could be controversialwith respectto its availabil-
ity, andhave representetheinputin away thatencodes
no grammaticalinformation beyond what canbe deter
minedfrom its statisticalregularities.

Thefactthata neuralnetwork generalizeso make the
correctpredictionsfrom input representedn this way,
andmodeledon child-directedspeech— but limited to
containno dataof what hasbeenconsideredhe rele-
vant sort — shaws that poverty of the stimulus argu-
mentsmustgive greaterconsideratiorto the indirectev-
idenceavailableto the child. The statisticalstructureof
languageprovidesfor far more sophisticatednferences
thanthosewhich canbe madewithin atheorythatcon-
sidersonly whetheror not a particularform appearsn
theinput. And thereis a growing body of evidencethat
children,not only neuralnetworks, make useof the sta-
tistical propertiesof the input in acquiringthe structure
of languagde.g. Aslin etal., 1998;GomezandGerken,
1999). Thuslearnabilityargumentscannotignorethose
properties.

But discoveringwhat thosepropertiesare, and deter
mining their potentialworth in languageacquisitionis
difficult. This work shavs that neuralnetworks provide
ameansof dealingwith this problem. As demonstrated
here,neuralnetworks canbe usedto assesgust how im-
poverishedthe stimulusreally is, and so canbe invalu-
ableto linguistsin establishingvhetheror nota property
of languagecanreasonablypeassumedhot to have been
learned.
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